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Facial expression classification using Zernike Moment
Invariant and Artificial Neural Network
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Abstract: In this paper, we introduce a novel method to
discriminate seven prototypic facial expressions. The new method
employs the Feature Zernike Moment Invariant and Artificial
Neural Network (FZMI-ANN), which is a human face expression
classification system. In our research, face image was projected
in an appropriate Zernike Moment invariant transform method;
a constructive procedure was detailed and a systematic
performance on a public database “Japanese Female Facial
Expression (JAFFE)” was evaluated. From our experimental
results that have demonstrated the potential capabilities of the
proposed method, further use of ANN for facial expression
classification based on local features extracted by FZMI
technique has been recommended.

Index Terms — Zernike moment invariant, artificial neural
network, facial expression classification.

[. INTRODUCTION

Facial expression is one of the most powerful, natural, and
immediate means for human beings to communicate their
emotions and intentions. One’s face can express his emotion
sooner than he verbalizes or even realizes his feelings.
Moreover, humans interact with each other not only verbally
but also non-verbally, and their conversations are usually
dominated by facial expressions. Hence, the need for a reliable
recognition and identification of one’s facial expression is
obvious. Facial expressions recognition deals with
classification of facial motion and facial feature deforming
into abstract classes. Facial expression classification includes
two steps. The first step is to detect face regions and the
second step is to extract and represent the facial changes
caused by facial expressions. To extract facial features for
expression analysis, two types of approaches: Geometric- and
Appearance-based are used. In Geometric-based method,
shape and location of facial features are extracted as feature
vectors. In Appearance-based method, image filters are
applied either to the whole face or to specific regions of facial
image to extract facial features.

Our proposed facial expression classification system is
composed of three stages. The first stage involves detecting
the location of face in arbitrary images [1-2]. The second stage
requires the extraction of pertinent features from the localized
image obtained in the first stage. The third stage involves
expression classification of facial images based on the derived
feature vector obtained in the previous stage. This system uses
available information and extracts more characteristics for
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face classification purpose by extracting feature domain from
input images.

In the first stage, face localization process is done. To
ensure a robust, accurate feature extraction that distinguishes
between face and non-face region in an image, exact location
of the face region is required. In this paper, we used a ZM-
ANN technique that had been presented in reference [3] for
face localization and created a sub-image which contains
information needed for classification algorithm. By using a
sub-image, data irrelevant to facial portion are disregarded. In
the second stage, features are extracted from the derived sub-
image. These features are obtained from the Zernike moment
invariant. In the third stage, ANN requires classification,
which classifies a new face image, based on the chosen
features, into one of the possibilities. Stages are summarized
as in Fig.1.

i Submage Fextre Classifir 3
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Fig.1. The chart of FZMI-ANN system.

In this paper, we are concerned with automatic
classification of facial expressions from still images.
Psychologists have indicated that there are at least six
emotions universally associated with distinct facial
expressions. They include smile, sadness, surprise, fear, anger,
and disgust. Examples of Japanese Female Facial Expression
(JAFFE) database are shown in Fig. 2 [4]. We will also focus
on these expressions.

Fig.2. Examples of seven principal facial expressions in JAFFE [4]:
smile, disgust, anger, surprise, fear, neutral, and sadness (from left to right).

The organization of the remainder of this paper is as
follows: In section 2, ZM-ANN is utilized in the pre-
processing stage to extract features from face imagery. Section
3 presents the feature ZMI domain. Section 4 describes the
classification technique. Section 5 and 6 mention the
experimental results and conclusion.

II. PREPROCESSING PROCEDURE

Many algorithms have been proposed for face localization
and detection. A critical survey on face localization and





[image: image6.png]detection can be found in reference [5]. The ultimate goal of
face localization is finding an object in an image used as a
face candidate. The shape of the object resembles that of a
face. Faces are characterized by elliptical shape. It means an
ellipse can approximate the shape of a face. A ZM-ANN
technique presented in [3] can find the best-fit ellipse to
enclose the facial region of the human face in a frontal view of
facial image.

The operation of face detection is thus done in two
phases:

+  During the first phase, an image is presented to an
algorithm which extracts representative Zernike
vector.

+ 1In the second phase, a three- layer perceptron neural
network, beforehand trained, receives on its input
layer the Zernike moments vector. Then the neural
network gives on its output layer a set of points
representing the probable contour of the face
contained in the original image.

The neural network is used to extract statistical
information contained in the Zernike moments and in the
interactions which are closely related to the area of the
required face. (see Fig.3)

source image

Fig 3: General diagram of the system detection

It is clear that the implementation of this method is mainly
based on training phase which we summarize here in four
stages:
« Computing vectors of Zernike moments for all the images
(N) in the work database.
« Constructing training database by randomly choosing M
images from the work database (M<<N) and identifying
Zernike moment vectors Zi corresponding to M images.
« Manually delaminating face area in each image of the
training database with a set of points representing the contour
Ci of each treated face. The points include the top, bottom, left
and right of identified image and they form an ellipse whose
semi major axis a= 45, semi minor axis b=40, rate b/a %:8/9
(see fig.5.a).
« Training neural network on the set of M couples (Zi,Ci).

The test and measurement of the performance of the
network obtained after training operation is carried out on (N-
M) images remaining in the work database.

1Il. FEATURE EXTRACTION USING ZERNIKE MOMENT
INVARIANT

A. Formulation and implementation of Zernike Moment
Invariant

Zernike moments, initially introduced by F.Zemike [6],
form part of the general theory of the geometrical moments.
Unlike gencral geometrical moments, Zernike moments are
built on a set of orthogonal polynomials. These polynomials
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are the basic elements of the construction of an orthogonal
base given by the relation (1)
Vo %.Y)=Vam(#: 0 )= Ran(#) €xp (jm 6) 6]
Where x2 +y?< 1,n>0, |m| < nand n - |m| is even and Radial
polynomials {R,} are defined as:
(njm}/2 n-2s

an(X,)/) = ZSn,lmLx{xz‘yz)
5=0
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The complex Zemike moments order n and repetition m
are given by:
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To utilize the shift invariant property of moments, we
have used ZMI from the scale invariant central moments
(CM,,q) as follows:

e+ (n-ml)/2

] ‘ml(l !](bj
ZMI o = Z Z
' z 5=0 a=0d=0 d a

d
(_1) S/1,|m|,xCM n-2s-2a-d,2a+d

Where b= (n-m|)/2-s

Traditional formulation of Zernike moments is very easy
to implement, but its computational cost is very high and thus
less adapted for treatments which require fast execution. It is
by this major handicap that the researchers have been pushed
to try to find a more suitable formulation which can enhance
the speed of computation. Prior to our research, there were
many studies done with the same purpose. Particularly,
Mukandan et al. [7] proposed a recursive algorithm to
calculate the Zerike moments in polar co-ordinates. Belkasim
et al. [8] used radial and angular expansion orthonormal
polynomials of Zernike to propose a fast recursive algorithm.
Gu et al. [9] used a circular transformation of the relations
suggested in [7] to lead to a faster algorithm. Finally, Amayeh
et al. [10] proposed an algorithm which is as fast as the
precedents, but has the advantage of preserving accuracy of
computation on the same level as the traditional formulation.
However, no quantification on the parameters angle and radius
(p,8) was introduced. It is obvious that the safeguarding of the
precision ensures maintenance of the orthogonality of the built
base. Thus, to enhance the computation speed as well as to
preserve the precision of computation, in the process of
obtaining the moments, our proposed formulation is based on
the detection of general terms whose calculation is done in the
same way during all the iterations. Thesc terms are then
calculated only one time and are memorized in a table directly
addressable during the realization of the various iterations.

According to this formulation, we need only

2 . ZMZ
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Where n: order, m: repetition, p and 8 are respectively the
radius and the angle of treated point of the function.
(=D""*"(n+k)!
ﬂn,m,k = (7)
(n k)|(k+m) (k - )!
is a term whose calculation depends neither on the

image f(x;, y;) nor on its co-ordinates (x;, y;) and X, is the
general term which is calculated only once for all the
repetitions.

Thus, the equation (5) reduces the computing of the
Zernike moments of any image to the computing of a linear
combination of these two last terms.

B.  Zernike Moment Invariant for Feature Extraction

ZM-ANN FZMI ANN
Fig.4. Schematic block diagram of the proposed FZMI model.

(a) (b) ©
Fig. 5. Center of ellipse, circle determined by basing on the top, bottom,
left and right.

The computation of the vectors of Zernike moments for
all the images in the work database includes two stages. The
first stage is selecting the image region to compute the Zernike
vector. It is noticed from the analysis of facial expressions that
when the emotion changes, the primary changing face areas
are likely to be the eyes, the mouth, and the eyebrows
(fig.5.c). The research on ZMI shows that the farther a
position is away from the center of the circle, the larger the
ZM coefficient at that position is. That is the values at the
positions far from the circle center are more evident than those
at the positions close to circle center. Through the analyses,
based on prior studies, we propose a technique to extract the
selected image area to calculate ZM vector as follows: First,
we determine the circle which is the typical area to compute
the ZM vector- illustrated in Fig.5.c. The center of the circle
coincides with that of the ellipse with semi major axis a= 45,
semi minor axis b=40, rate b/a 8/9. The ellipse itself is the
border area surrounding the face region (fig.5.b). Our
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experimental results have proved that the proposed technique
enables a full collection of eye and mouth features in Jaffe
database (Fig.4). Then, we identify the characteristic Zernike
vectors in the selected images.

With this technique, the center of the circle ZM is placed
in such a position that it coincides with the center of the
images identified in phase 1 (where r=b) and Z,,, with order n
=35, and repeated m = 10 is calculated.

1V. CLASSIFIER DESIGN

A.  Multi Layer Perceptron Neural Network Structure

In respect of conventional classifiers, neural networks
have proven to be equal to, or slightly better, than other
methods in terms of accuracy. Particularly, in [11][12]
classifiers were found to be more efficient due to the
simplicity, generality and good learning ability of the neural
networks. Three -layer proceptron neural network has shown
to be efficient in handling engineering problems because: (1)
they are universal approximators, (2) they have a very
compact topology and (3) their learning speed is very fast
thanks to locally- tuned neurons. Therefore, the MLP neural
network can serve as an excellent candidate for pattern
applications.Fig.6.

Fig. 6. Multi Layer Perceptron structure

A Multi Layer Perceptron (MLP) is a function

¥ =MLP (x, W), with x = (x,,X,,.., X, Jand § = (}71,92,..., 9m)

(3)
W is the set of parameters w { i iLo},Vi, 3L
For each unit i of layer L of the MLP
Integration:
S—Zyl le+w 9)

Transfer: ij = f(s), where f(x) is a type of sigmoid function:

0<flx)<1] (10)

-x

te
On the input layer (L =0): y; =Xx;

f(x)=
1

On the output layer (L=L): y} =¥,

The MLP uses the algorithm of Gradient Back-
propagation for training to update W.
B MLP Based Classifier Design

First, input nodes in the input layer of neural network are
set. The number of the nodes is equivalent to that of feature
Zernike elements. Next, hidden nodes in the hidden layer are
assigned. The number of the hidden nodes is equal to that of





[image: image8.png]input nodes. Finally, output nodes in the output layer are set.
The number of output nodes is 7 which correspond with seven
facial expressions of images (smile, surprise, anger, fear,
disgust, sadness and neutral).

V. EXPERIMENTAL RESULTS

To check the utility of our proposed algorithm,
experimental studies were carried out on the Jaffe database
images of Kyushu University. We demonstrated the
capabilities of the proposed FZMI-ANN approach in
classifying seven facial expressions. The JAFFE database used
in the experiments consists of 212 frontal pose images of ten
Japanese females. Each person poses some examples of each
of the seven fundamental facial expressions such as neutral,
smile, sadness, surprise, fear, anger, and disgust. The database
is divided into two sets, namely 70 training images obtained
by being randomly selected from the images of 10 persons and
142 test images without overlapping. Face images without hair
and shoulders were used for the experiments (Fig.7) and the
size of used image is 80 x 80.

A &
Fig.TMSimu]ation sample images extracted from JAFFE database.
We carried out many tests on different sets of samples
which are the images randomly selected from the database.
Classification results of the proposed FZMI-ANN are
presented in Table 1. From the table, it can be seen that the
average classification ratio achieved is 97.7%, from which we
come to a conclusion that FZMI-ANN is useful for

differentiating expressions.
TABLE 1
CLASSIFICATION RATE (%) OF THE PROPOSED FZMI-ANN MODEL

Test Sadness  Smile  Disgust Neutral  Surprise Fear  Anger

1 96.24 97.58  98.95 98.01 98.68 97.88 96.84
2 08.65 96.96  96.84 98.87 95.85 96.86 989
3 98.72 96.85  96.92 97.42 98.84 98.45 98.86

Also, to demonstrate the effectiveness of the proposed
facial expression classification method, with the use of JAFFE
facial expression database, we performed a critical comparison
between it and some other approaches in terms of
classification rate. The three other methods taken for the
comparison were HRBFN+PCA [15], Gabor + PCA+LDA
[13], GWT+DCT+RBF [14]. The results of the comparison
are shown in Table (2).

It can be inferred from the results that our proposed
FZMI-ANN method is an effective one for classification with
the achieved accuracy rate equal to or slightly higher than that
of other methods.

TABLE 2:
COMPARATIVE RESULTS OF THE CLASSIFICATION RATE (%) OF
DIFFERENT APPROACHES
Methods Rate
Gabor + PCA+LDA [16] 97.33%
GWT+DCT+RBF {17] 89.11%
HRBFN+PCA [10] 95.68%
Proposed method 97.77%
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VI. CONCLUSION

This paper has presented a novel method for the
classification of human face expressions in still images. The
proposed technique is based on the Feature Zernike Moment
Invariant Artificial Neural Network (FZMI-ANN) structure.
An implementation example is given to demonstrate the
feasibility of the FZMI-ANN system which employs the MLP
neural network and ZMI feature domain. The highest rate of
classification achieved on the JAFFE facial expression
database is 97.77%. The comparison with some of the existing
traditional techniques mentioned in the literatures on the same
database has indicated the usefulness of the proposed
technique.
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