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modified in the interval [0,1]. After that, GA was operated over
the encoded strings to find better solutions corresponding to
each generation.

After three networks with separate features were trained,
GA was used to find optimal parameters for associating the
networks. Our original population has 110 individuals, and
each contains 264bit (3x11x8). We used 110 training images
and 55 testing images for GA. In our experiment, the
evolutionary parameters were used in such a way that crossover
probability at one point is 0.6, and mutation probability equals
to 0.01(1%). The fitness value was assigned to a string by a test
of the recognition ratio with trained image patterns. The cycle
of evolutionary processing stopped when the best fitness value
of the population could not be improved any more in the next
loops.

It can be observed from our experiments that the efficiency
increases gradually over generations, and that after original
basic improvements, the global fitness value rapidly gains the
convergent value (around 150 loops).

V. EXPERIMENTAL RESULTS

In this section, we demonstrate the capabilities of the
proposed PZM-ZM-PCT-RBFN-GA approach in face
recognition. A sample of the proposed system with three
different feature domains and of the RBF neural network &
GA was developed. In this example, for the PZM and ZM, all
moments from order 20 to 35 were considered as feature
vector elements. The chosen feature vectors for these domains
were 21 elements for the PZM and 36 for the ZM. Also, for
the PCT feature vector, 21 elements from each image were
created. The proposed method was evaluated in terms of its
recognition performance with the use of Yale database [13],
taken from Yale Center for Computational Vision and Control.
This database consists of 165 images from 15 different people,
11 images from each person. The images contain variations
with the following expressions or configurations: center-light,
with glasses, happy, left-light, without glasses, normal, right-
light, sad, sleepy, surprised, and wink (Find the sample images
of Yale database in Fig.2). Two facial images of each subject
were randomly selected as training samples while the
remaining samples without overlapping were used as test data.
We have 110 training images and 55 testing images for three
RBF neural networks and GA for each trial. The used images
have the size of 320 x 243. Since the number of the Yale
database is limited, we had performed the trial over 3 times to
get the average recognition rate. Our obtained recognition rate
18 99.43% (Table I).

TABLE 1. RECOGNITION RATE OF OUR PROPOSED METHOD
Test Rate
1 99.77%
2 98.85%
3 99.67%
Mean 99.43%

To compare the effectiveness of the proposed method with
that of the Single Feature Neural Network (SFNN) human face
recognition systems, we developed the SFNN systems, using
the PZM+RBF [24], ZM+ANN [25] and PCA+ANN [26]. For

these systems, we selected the PZM as feature domains with
order 9 and 10, which have 21 elements; the ZM with order 10
including 36 feature elements and finally the PCA with 30
largest values. From the comparative results of SFNN shown in
Table II, it can be seen that the recognition rate of the PZM-
ZM-PCT is much better than that of any other individual
recognition and that although the output of individual
recognition may agree or conflict with each other, the PZM-
ZM-PCT still searches for a maximum degree of agreement
between the conflicting supports of the face pattern.

TABLE 1. COMPARATIVE RESULTS OF THE RECOGNITION
RATE (%) OF SFNN APPROACHES
Methods Rate
ZM+ANN 97.77%
PZM+RBF 98.33%
PCA+ANN 85.71%
Proposed method 99.43%

For the recognition performance evaluation, a False
Acceptance Rate (FAR) and a False Rejection Rate (FRR) test
were performed. These two measurements yield another
performance measure, namely Total Success Rate (TSR):

FAR+FRR
total number of accesses

TSR = (1 - ) x 100% (18)

The system performance was evaluated by Equal Error Rate
(EER) where FAR=FRR. A threshold value was obtained,
based on Equal Error Rate criteria where FAR=FRR. Threshold
value of 0.2954 was gained for PZM-ZM-PCT as a measure of
dissimilarity.

Table III shows the testing results of verification rate with
order moments from setting 20 (moments order 20) for PZM-
ZM-PCT, based on their defined threshold value.

The results demonstrate that the application of PZM-ZM-
PCT as feature extractors can best perform the recognition.

TABLEIN.  TESTING RESULT OF VERIFICATION RATE OF PZM-
ZM-PCT
Moment thres | FAR(%) | FRR(%) | TSR(%)
PZM-ZM-PCT | 0.2954 | 0.7998 1.1674 99.43

In comparison to the existing face recognition techniques
on the same Yale database, particularly GPZM+RBF [28],
Wavelet-based illumination normalization (WBIN) [27], our
proposed technique has indicated its striking usefulness and
utility.(see in Table IV)

TABLE IV. COMPARATIVE RESULTS OF THE RECOGNITION
RATE (%) OF DIFFERENT APPROACHES
Methods Rate
WBIN [27] 95.65%
GPZM+RBF[28] 96%
Proposed method 99.43%

VL. CONCLUSIONS

The performance of orthogonal Pseudo Zernike Moment
(PZM), Zernike Moment (ZM), Polar Cosine Transform (PCT)
and Radial Basis Function Neural Network (RBFN), Genetic
Algorithm (GA) in the face recognition system were presented
in this paper. It can be noted from the experiment that with the

526 2012 7th IEEE Conference on Industrial Electronics and Applications (ICIEA)





image8.tiff
combination of orthogonal moments at high orders, RBF neural
network and GA contain more information about face image
and thus can improve the recognition rate. Using the proposed
algorithm on the Yale Database, the highest recognition rate of
99.43%, FAR = 0.7998% and FRR = 1.1674% are achieved,
which represents the overall performance of this face
recognition system. With the advantage of orthogonal and.

geometrical

invariance, the  proposed  algorithms,

PZM+ZMAPCT+RBF+GA, are able to minimize information
redundancy as well as increase the discrimination power.
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Face Recognition Using Circularly Orthogonal
Moments and Radial Basis Function Neural Network
& Genetic Algorithm

Tran Binh Long

Department of Computer Science
University of Lac Hong
Dong Nai, Viet Nam
tblong@lhu.edu.vn

Abstract—This paper presents a method of recognizing faces
from frontal pose images by using Circularly Orthogonal
Moments (COM). In the presented methed, first Pseudo Zernike
Moment (PZM), Zernike Moment (ZM) and Polar Cosine
Transform (PCT) were employed to extract features from the
global information of images, and then Radial Basis Function
(RBF) Network and Genetic Algorithm (GA) were used for face
recognition based on the features that had been already extracted
by PZM, ZM, and PCT. Also, the images were preprocessed to
enhance their gray-level, which helps to increase the accuracy of
recognition. The proposed method was tested with the use of Yale
database. The experimental results show that the recognition
accuracy of our propesed COM is much higher than that of
single feature domain.

Keywords-Face recognition, Pseudo Zernike Moment, Zernike
Moment, Polar Cosine Transform, RBF neural network, Genetic
Algorithm.

I. INTRODUCTION

Face recognition is complicated, but very important for
surveillance and human—computer intelligent interaction,
security, and telecommunications, etc. Face recognition is the
process of automatically identifying a human by his/her facial
features. Using face recognition system is advantageous in that
it is less invasive and user-friendly; it is an active research area
for security; and it has been used for many industrial
applications, namely control systems, content- based video
browsing, criminal identification and authentication in secure
systems like computers or bank teller machines. However, face
recognition is still a challenging research topic since human
face is likely to change its appearance due to internal variations
(facial expressions, beards, mustaches, hair styles, glasses,
ageing and surgery) and external distortions (the scale, lighting,
position and occlusion of the face).

In order to design a highly-accurate recognition system, the
choice of feature extractor is very important. There are two
extensively- used approaches for feature extraction [1]. The
first approach, structured- based, deals with structural facial
features such as eyes, nose, and mouth (local information). The
second approach, appearance- based, is supported by statistical
features extracted from the whole image (global information).
[2] This approach is also known as statistical methods {3], or
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moment- , or model- based approaches [4][5]. Some of the
popular moments, just to name a few, are Tchebichef moment
[6], Krawtchouk moment [7], Zernike moment (ZM)/pseudo-
Zernike moment (PZM) [8], and Polar Cosine Transform
(PCT) [9]. ZM, PZM and PCT are similar to each other, for
their basis functions are defined on a unit circle. Namely, the
moments are computed in a circular domain. These moments
are widely used because their magnitudes are invariant to
image rotation, scaling and noise.

Structures for combining recognizing systems can be
grouped by three configurations [10]{11]. In one group, the
recognizing systems are connected in cascade to create pipeline
structure. In another group, the systems are used in parallel and
their outputs are combined, forming parallel structure. In the
other group, the pipeline and parallel structures are combined
to build up the hybrid structure. In this paper, we proposed a
human face recognition system based on hybrid structure
recognizing system which enables an evolutionary recognition
that develops the features and then selects them for the
recognition problem.

Feature Classifier
PZMI vector[®| RBF

Pre- Feature Classifier
processing ZMI vector RBF

\ 4

< Input image ]

Feature Classifier
PCT vector RBF

Figure 1. The chart of PZM-ZM-PCT-RBF-GA system

Our proposed face recognition system is composed of four
stages. In the first stage, the image was preprocessed prior to
the feature extraction. Our face recognition system used
wavelet transform [12] to preprocess the image normalization,
noise elimination, illumination normalization etc. In the second
stage, different features were extracted from the derived image
normalization (feature domain) in parallel structure. To extract
the features from the input images, Pseudo Zernike Moment
(PZM), Zernike Moment (ZM) and Polar Cosine Transform
(PCT) were used. In the third stage, the classification was
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carried out by RBF neural network, based on the chosen
features. The classification was done in each feature domain in
parallel as Fig.1. In the last stage, the outputs of each neural
network classifiers were combined to construct the
identification. In this paper, Genetic-Algorithm (GA) method
was selected for decision strategy and Yale database [13] was
used for the experiment.

The remainder of the paper is organized as follows: section
2 describes the image preprocessing procedure to get the pure
face image; section 3 presents the feature domains; section 4
discusses the classification based on RBF network and uses GA
for the recognition; section 5 presents the experiments on the
Yale database (Fig.2), and section 6 mentions our conclusions.

d o 75 = 5 0 il =%s
: center-light, with glasses, happy, left-light, without
glasses, normal, right-light, sad, sleepy, surprised, and wink.

1. IMAGE PRE-PROCESSING

Wavelet transform [12] is the representation of a signal in
terms of a set of basis functions obtained by dilation and
translation of a basis wavelet. Since wavelets are short-time
oscillatory functions with finite support length (limited
duration both in time and frequency), they are localized in both
time (spatial) and frequency domains. The joint spatial-
frequency resolution obtained by wavelet transform makes it a
good candidate for the extraction of details as well as the
approximations of images. In the two-band multi-resolution
wavelet transform, signals can be expressed by wavelet and
scaling basis functions at different scale in a hierarchical
manner. (Fig.3)

Wavelet
Transform

Approximation
Coefficient
Modification |—p

Reconstruction

v

Detail Coefficient
Modification

Figure 3. Block diagram of normalization
() = X aorPox(®) + Xj Xk djxjr(x) (1

@;x are scaling functions at scale j and yj) are wavelet
functions at scale j. ajy,djx are scaling coefficients and
wavelet coefficients.

After the application of wavelet transform, the derived
image is decomposed into several frequency components in
multi-resolution. Using different wavelet filter sets and/or
different number of transform-levels can bring about different
decomposition results. Since selecting wavelets is not the focus
of this paper, we randomly chose 1-level db10 wavelets in our
experiments. However, any wavelet-filters could be used in our
proposed method.

III. FEATURE DOMAINS

In order to design a good face recognition system, the
choice of feature extractor is very crucial. The feature vectors
should contain the most pertinent information about the

recognized face. In the proposed system, different feature
domains were extracted from the derived image in parallel
structure. Therefore, this approach can extract more
characteristics of face images for recognition and three
different kinds of feature domains- PZM, ZM and PCT
[14][15]{16]- were selected.

Given a 2D image function f(x, y), it can be transformed
from Cartesian coordinate to polar coordinate f(r, 0), where r
and 0 denote radius and azimuth respectively. The following
formulae transform from Cartesian coordinate to polar

coordinate,
r=yxX 1y, @

and
6 = arctan () (3)

Image is defined on the unit circle that r < 1, and can be
expanded with respect to the basis functionsVy, (r, 8).
A. Zernike Moment

For an image f(x,y), it is first transformed into the polar
coordinates and denoted by f(r, 8). The Zernike moment with
order n and repetition 1 is defined as

Myt = 22 27 (Vo (5, 8)]°F(r, B)rdrde @)

Where * denotes complex conjugate, n=0, 1,2. .. 00, 11s
an integer subject to the constraint that n - [I] is nonnegative and
even. V,,(r, 8)is the Zernike polynomial, and it is defined over
the unit disk as follows

Vi (1, 8) = Ry (r)el™® Q)

With the radial polynomial R, (r) defined as

(n={th
Ru(r) = Zs;(’,

(-1)S(n—-s)tr"—32s

S ©

n—|l
i
2

The kernels of ZMs are orthogonal so that any image can be
represented in terms of the complex ZMs. Given all ZMs of an
image, it can be reconstructed as follows.

f@,0) = Xn Xauvsy MniVi (7, 0) )

B. Pseudo Zernike Moment

PZM is similar to ZM except that the radial polynomial is
defined as

_ on-|l] _(=15(@2n+1-s)ir" 7S
Ra(r) = Xso si(n~{l|-s)!(m+|1]+1-s)!

®)

Where n =0, 1, 2, . ., o, and | is an integer subject to

constraint [l|< n only.

C. Polar Cosine Transform
Polar Cosine Transform is given by

f(r,8) = Xnzo Xi2-o0o MV (1, 8) &)

where the coefficient is
My = Qq [27 [ £(r, 8)V;(r, 8)rdrde (10)

the basis function is given by
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Vi (r,8) = Ry (r)e"® (1

where
R, (r) = cos (nnr?) " (12)
and
= ifn=0
= 12_: ifn#0 (13)

rewrite (10),

M, =0, f02" fol f(r, 8) cos(mnr?) (cos(16) — isin(16))rdrde
(14)

D. Simulation

It is known from the experiment that PCT performs better
than ZM and PZM do. In practice, when the orders of ZM and
PZM exceed a certain value, the quality of the reconstructed
image degrades quickly because of the numerical instability
problem inherent with ZM and PZM. By comparison, the PCT
does not have this problem. From the noted problem, we
decided to choose the order of ZM equate to 35 with 36 feature
vector elements and the order of PZM equal to 20 with 21
feature vector elements. In this way, ZM and PZM can perform
better. Considering this fact, PCT is similar to PZM.

IV. CLASSIFIER DESIGN AND DECISION

In this paper, an RBF neural network was used as a
classifier in a face recognition system in which the inputs to the
neural network are feature vectors derived from the proposed
feature extraction technique described in the previous section.

A. RBF neural network description

RBF neural network (RBFNN)[17][18] is a universal
approximator that is of the best approximation property and has
very fast learning speed thanks to locally- tuned neurons (Park
and Wsandberg, 1991; Girosi and Poggio, 1990; Huang, 1999a;
Huang, 1999b). Hence, RBFNNs have been widely used for
function approximation and pattern recognition.

A RBFNN can be considered as a mapping: R" — RS. Let
P € R"be the input vector and C; € R' (1 K i« u) be the
prototype of the input vectors. The output of each RBF unit can
be written as:

RiP) =Ri(IIP-Gl) i=1,....,u (15)
Where || . || indicates the Euclidean norm on the input space.

Usually, the Gaussian function is preferred among all possible
radial basis function due to the fact that it is factorable. Hence

Ri(P) = exp (— =5 (16)

Where oj is the widthl of the ith RBF unit. The jth output
yi(P) of a RBFNN is

yi(P) = Tiy Ri(P) x W, i) )
Where w(j,i) is the weight of the jth receptive field to the
Jjth output.

In our experiments, the weight w(j,i), the hidden center Ci
and the shape parameter of Gaussian kernel function o; were

. all adjusted in accordance with a hybrid learning algorithm

combining the gradient paradigm with the linear least square
(LLS)[19] paradigm.

B. System architecture of the proposed RBFNN

In order to design a classifier based on RBF neural network,
we set a fixed number of input nodes in the input layer of the
network. This number is equal to that of the feature vector
elements. Also, the number of nodes in the output layer was set
to be equal to that of the image classes, equivalent to 11 facial
images. The RBF units were selected equal to the set number
of the input nodes in the input layer.

For neural network 1: feature vector elements of ZM, equal
to 36, correspond to 36 input nodes of input layer. Our chosen
number of RBF units of hidden layer is 36. The number of
nodes in the output layer is 11.

For neural network 2 and 3: feature vector elements of
PZM, equal to 20, correspond to 21 input nodes of input layer.
Our chosen number of RBF units of hidden layer is 21. The
number of nodes in the output layer is 11.

There are two general methods for associating neural
networks. The first is based on unifying technique, and the
second, on selection technique.

C. Genetic Algorithm

This section mentions Genetic Algorithm (GA) and the
application of GA to associate individual neural networks.
(20][21]

¢ Fundamentals about genetic algorithm (GA)

Up to now, in the research and application of informatics,
there have been many interesting problems for which still very
few satisfactory solutions could be found. In order to solve
those problems, it is often necessary to find efficient algorithm
whose obtained results are only optimal approximation.
Genetic algorithm (GA) [22][23]is one of those algorithms.

e The basic operations of genetic algorithm for a
particular problem include:

- Representing genetic with potential solutions of
the problem;

- Creating the population of original solution;
- Constructing evaluating function;
- Defining genetic operators;

- Defining parameters be used by genetic
algorithm.

D. Applying genetic algorithm (GA) in associating RBF
neural networks
In the computing process, the genetic algorithm maps the
solution space of the problem into a set of strings; each string
represents a potential solution.

In our problem, each string had to encode nxc real value
parameters (y;) in the expression (17) so that optimal
associating factors for combining individual neural network
could be obtained. Each factor was encoded into 8§ bit and then
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